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Test and measurement engineers have always been accompanied by the truth:
“who measures, measures rubbish”

Now we can add:
Measurement uncertainty is not being worried about being uncertain when measuring.
The measurement uncertainty provides certainty with regard to the measurement result.

Measurement uncertainty belongs to measurement like the hammer belongs to the carpen-
ter.

Whereas measurement uncertainty was only a topic for sections of technical data sheets reserved for
calibration laboratories and specialists just a few years ago, no measurement engineer can ignore it
today.

The GUM (Evaluation of measurement data — Guide to the expression of uncertainty in measure-
ment) with its documents

JCGM 100:2008
JCGM 101:2008
JCGM 104:2009
JCGM 200:2012

has established itself as a standard and has become standard reading for the measurement techni-
cian. Unfortunately there are also many possibilities to make mistakes in its application and interpre-
tation. Some are listed here, together with comments.

Misconception: | always specify my measurement result with a numerical value and a physical unit,
with which it is then complete.

The indication of the measurement uncertainty is still missing. Strictly speaking, a measurement un-
certainty should be associated with every measured value. The GUM JCGM 100:2008 provides possi-
ble methods of representation in its paragraph “Reporting uncertainty”.

For example, the measurement uncertainty is additionally given for the measured value | = 38.24 A.
The standard measurement uncertainty is 0.10 A and the expanded measurement uncertainty 0.20 A
with a coverage probability of 95 %. The index k = 2 refers to the expansion factor k, which in the
case of normal distribution leads precisely to this 95 %.

The correct specification with expanded measurement uncertainty is:
|=38.24 A,U0.95=0.20 A
|=38.24 A+ 0.20 A, 6s=0.95
|=38.24 A, Uk=2=0.20 A

I =(38.24 £0.20 ) A, where the expanded measurement uncertainty for the coverage interval
95 % is to be specified behind +.



The standard measurement uncertainty is thus:
|=38.24A,uc=0.10A
| =38.24 A, with standard measurement uncertainty uc=0.10 A
| =(38.24 £ 0.10) A, where the standard measurement uncertainty is specified behind +.

For good readability the measurement uncertainty should be displayed in the same unit as the
measured value itself.

Misconception: My measured result is exact. I'm using an incremental encoder and it doesn't mis-
count.

First of all: no measurement is exact. In addition: even if the incremental encoder never miscounts,
there is still the inaccuracy of the start and end of the measurement, both of which can only be accu-
rate to one line. At the ends there are each equally distributed reading errors of the span of a line
width. Although these may be negligible in the case of a large number of lines, they are not zero.

Misconception: I've no time to determine the measurement uncertainty. It's too expensive and not
worth the effort.

It cannot be denied that the determination of measurement uncertainty requires effort and (expen-
sive) expertise. This applies to the filling-in of a measurement uncertainty budget and, to a lesser
extent, if imc FAMOS is used to calculate the propagation of the measurement uncertainty.

The effort must be compared with the damage that arises when the measurement uncertainty is
much larger than expected and the measurement result therefore differs too strongly from the true
value. A tolerance may then be exceeded, data sheet specifications not met, etc.

Misconception: The expanded measurement uncertainty is double the standard measurement
uncertainty.

There are conditions under which that is true, but not in general. The concepts of standard meas-
urement uncertainty and expanded measurement uncertainty are defined quite differently:

Standard measurement uncertainty

Uncertainty of the measurement result, evaluation of deviations, expressed as a standard
deviation. No probability is assigned to it.

Expanded measurement uncertainty

An interval around the measurement result in which a large proportion of the distribution of
the values lies. The expanded measurement uncertainty is a coverage interval. The specifica-
tion of the expanded measurement uncertainty is always accompanied by the specification of
a coverage probability, e.g. 95 % or 99 %.

Definition according to GUM (JCGM 200:2012): product of the standard measurement uncer-
tainty with a factor greater than one.

A relationship can be established between the two only with a known underlying distribution.
Expanded measurement uncertainty = k - standard measurement uncertainty

Where k is the expansion factor



For normal distribution this is

Expansion factor k Probability
1 68.3 %
1.96 = approx.. 2 95 %

2.6 99 %

3 99.7 %

For uniform distribution and total width 2a:

{I=a/v|§

,1.e.
Expansion factor k Probability
1 57.7%
1.73 100 %

For example, if the coverage probability is 95 %, then, following the above definition, it can be said: it
is 95 % probable that the true value lies in the coverage interval. However, refer to the following
paragraph for the interpretation.

Interpretation of coverage probability - coverage interval

Suppose the coverage probability is 95 %.

The direct application of the GUM leads to the statement: “The true value is included 95 % in the
coverage interval” or “The true value is contained therein with 95 % probability”. But be careful in
the interpretation!

The precise and detailed statement is: “In 95 % of all procedures or calculations in which a coverage

|"

interval is determined, the true value lies in the coverage interval”. So if, for example, the complete
calculation of the expanded measurement uncertainty is carried out 100 times in imc FAMOS, the
true value will lie in the determined coverage interval in approximately 95 of the cases. The 95 % says

how reliable the estimation method is (i.e. the calculation in imc FAMOS in the example).

Incorrect statement: “The true value lies within the coverage interval, which has just been calculated
in imc FAMOS and is now available, with a probability of 95 %”. The question of whether the current
coverage interval contains the true value cannot be determined with a probability calculation, but
only answered with yes or no.

The rolling of a die can be taken for a comparison. The probability of rolling a 1 is 1/6: if you roll 60
times, you will roll a 1 about 10 times. But if you have just rolled the die, the outcome of the random
experiment is clear: it was a 3. In this case you can only determine that 3 is not 1, therefore no — and
indeed 100 % no — for “no agreement”.

With this knowledge of the interpretation, it may then be said: “The true value lies 95 % in the inter-

val”.

Misconception: The measurement uncertainty is 1K. So | have measured exactly to 1 K.



Without additional information we assume that the standard measurement uncertainty is meant.
The standard measurement uncertainty is the standard deviation o of the measured value, if the
measured value is taken as a random variable. A confidence interval [-o, o] includes the true value
only in about 68 % of all random experiments on the basis of normal distribution. In the example, o is
1K. Thus, the true value lies within an interval [-1K, 1K] around the measured value in only about 2/3
of all measurements. Hence outside in 1/3 of all measurements.

The standard measurement uncertainty represents above all a quality parameter in this context.

If one is interested in the area in which the measured values almost always lie, then a multiple needs
to be used.

The above interval increases to [-k-g, k-0]. See above for the definition of the expansion factor k.
Calibration laboratories frequently work with 95 % certainty. If one wishes to be almost completely
sure, k = 3 is selected. This then leads to an interval [-3K, 3K]. It is as though one had measured to
13K exactly.

This multiple is the expanded measurement uncertainty, by the way — see above.

It should not be denied here that in many cases small numbers are preferred so that deviations ap-
pear small. The standard measurement uncertainty is very welcome in this case. To get a good feel-
ing for the real possible deviations, a factor of 2 or 3 is still to be applied. Caution: these factors apply
exactly only with a normal distribution. Those who have no additional knowledge, however, assume
normal distribution.

Misconception: I've measured 10 times, taken the mean value and the result is now 10 times as
good or accurate.

The measurement result has a standard deviation which can already be regarded as a measure of the
accuracy. However, the standard deviation is not the accuracy. If several measured values are now
averaged, the standard deviation decreases with VN:

where
u is the standard deviation of the individual measurement
i is the standard deviation of the averaged measurement
N is the number of repetitions

The standard deviation decreases by a factor of 10 only when 100 measured values are averaged.
One can then say that the result is 10 times as good or accurate.

Misconception The measurement uncertainty is 1.2345V.

The measurement uncertainty can be determined and secured experimentally with some (occasion-
ally great) effort. Otherwise, it is determined from data sheets for the components involved in the
measurement by filling in and calculating a measurement uncertainty budget. One's own considera-
tions and estimations are also incorporated. However, the data in the data sheets used were in turn
created in the same way. The mathematical framework for the determination of measurement un-



certainty according to GUM is exact and the calculation rule is clear, but the numerical values flowing
into it are unfortunately often inaccurate.

Generally, no high accuracy can be attributed to a measurement uncertainty. A value with 1 or 2
decimal places is generally realistically achievable. Anything else is an exception. The measurement
uncertainty should therefore be specified only with so many decimal places as are useful, even after
precise calculation. A supposedly high precision just appears unbelievable.

Example: A sensor and an amplifier each have a measurement uncertainty of u, u, = 1V. The com-
bined uncertainty u is given by

u= |u +us
\ 1 2

i.e. u=1.414V. Precisely calculated to many decimal places. However, one may assume that, for ex-
ample, ul = 1V is itself certainly not exact to 3 decimal places, i.e. also not the calculation result. A
specification of

u=14v
is certainly appropriate.

Misconception: My measurement setup and evaluation is so complex that | cannot determine any
measurement uncertainty.

The more complex the measurement setup, the more important the determination of the measure-
ment uncertainty becomes. The GUM provides numerous hints and examples of how to determine
the measurement uncertainty budget.

It is permissible to carry out several test measurements. A good indication can be obtained by de-
termining the standard deviation of the scattered measurement results.

One can look at the noise on a signal. If the noise is not really a fluctuation of the real value, but has
other causes, then that already makes a contribution to the measurement uncertainty. The standard
deviation of the noise band provides a good indication.

Sometimes one has to estimate, e.g. from experience.

If an end result is to be achieved from the raw values by calculation, then the propagation of the
measurement uncertainty can be determined by calculation with imc FAMOS.

Misconception: imc FAMOS is too imprecise in determining the measurement uncertainty.

imc FAMOS determines the measurement uncertainty by means of the Monte Carlo method. The
accuracy achieved depends on the number of Monte Carlo tests and can be increased with a higher
number. Nevertheless, it is practically impossible to determine the measurement uncertainty with 7
valid digits. But in any case (see above) that is never necessary.

In many simple calculation cases, such as the multiplication of two measured variables for example, a
precise solution can be found very easily with the help of the GUM uncertainty framework. The solu-
tion is really precise, which is not achievable using the Monte Carlo technique. But which, as already
stressed, is also not necessary.

However, there are many evaluations, e.g. using non-linear processing, where the equations of the
GUM in the Taylor expansion only represent approximations. Despite great mathematical effort using
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linearisation, etc., one only obtains an estimate. And that can be really wrong in the case of greater

non-linearity. At this point the Monte Carlo method is actually (significantly) more accurate.

At this point, where it comes to accuracy, one doesn't need to mention the number of algorithms

where a calculation strictly according to GUM uncertainty framework is practically unfeasible, for

instance FFT and digital filtering.

Misconception: My evaluation algorithm is robust, as | have proven on the basis of my (single)

measurement.

There are only a few evaluation algorithms whose correctness can be proven on the basis of a single

measurement. It is better to check the algorithm by taking many measurements. If not many meas-

urements are available, however, then the robustness of the algorithm can be verified in imc FAMOS

with the aid of assumed measurement uncertainties of the input data by performing a measurement

uncertainty calculation. The method can be improved by checking the intermediate and final results

using the available snapshot functions.

Misconception: In the data sheet for a component, it says: “Typical deviations 1 mV”. This is the

standard deviation.

In data sheets one frequently finds the following specifications, whose relationship to the measure-

ment uncertainty is explained:

Specification in the technical data sheet

Interpretation

Typical deviations

The exact meaning is not defined. One cannot
even say that a manufacturer has really clearly
defined it for itself. Even if there is a definition, it
is generally not known to the user.

The likely assumption is that the deviations,
which of course generally do not exhibit precisely
this typical value, are scattered in a range in
which a large percentage of the components or
measurements is covered. It remains unclear
whether this percentage is closer to 60 %, 90 %
or even higher. Hence, it also cannot be said
whether this data sheet specification corre-
sponds to the measurement uncertainty or even
a multiple (about 2 or 3 times) of the measure-
ment uncertainty.

Maximum deviation

This is an error limit. Error limits are maximum
values and represent guaranteed properties.
They have nothing to do with the measurement
uncertainty, which should normally be much
smaller than an error limit.

Typical gain uncertainty

Here, the word uncertainty is obviously being
used for deviation. See typical deviations, but
applied to the gain factor.




Maximum uncertainty of the reference point

Here, the word uncertainty is obviously being
used for deviation. See maximum deviations, but
applied to the reference point. The measure-
ment uncertainty is a fixed value, it can neither
be typical nor maximum.

Measurement uncertainty < £1K

The measurement uncertainty is always defined
as a positive fixed value. Only measurement un-
certainty = 1 K can be meant here.




Additional information:

imc Test & Measurement GmbH
Voltastr. 5
13355 Berlin, Germany

Telephone: +49 (0)30-46 7090-0
Fax: +49 (0)30-46 31576
E-mail: hotline@imc-tm.de
Internet: http://www.imc-tm.com

imc Test & Measurement GmbH is a manufacturer
and solution provider of productive test and meas-
urement systems. imc implements metrological
solutions for research, development, service and
production. imc has particular expertise in the
design and production of turnkey electric motor
test benches. Precisely outfitted sensor and telem-
etry systems complement our customer applica-
tions.

Our customers from the fields of automotive engi-
neering, mechanical engineering, railway, aero-
space and energy use imc measurement devices,
software solutions and test stands to validate pro-
totypes, optimize products, monitor processes and
gain insights from measurement data. As a solution
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provider, imc offers their customers an attractive
and comprehensive range of services. These in-
clude project consulting, contracted measure-
ments, data evaluation, specialist deployment,
customer-specific software development and sys-
tem integration. imc consistently pursues its claim
of providing services for “productive testing”.

If you would like to find out more specific infor-
mation about imc products or services in your
particular location, or if you are interested in be-
coming an imc distributor yourself, please go to
our website where you will find both a world-wide
distributor list and more details about becoming an
imc distributor yourself:

http://www.imc-tm.com/our-partners/

This document is copyrighted. All rights are reserved. Without permission, the document may not be edited, modified or
altered in any way. Publishing and reproducing this document is expressly permitted. If published, we ask that the name of
the company and a link to the homepage www.imc-tm.com are included. Despite careful preparation of the content, this
document may contain errors. Should you notice any incorrect information, we kindly ask that you please inform us at
marketing@imc-tm.de. Liability for the accuracy of the information is excluded.




